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cally,

T̂ ′
i
1(t′i = t) = arg max

T ′i−1
1 (t′i−1=t′)

((
~θ ·
( i−1∑
j=1

~φ(t′j , t′j−1,W
n
1 )
)

+ ∆(T ′j−1
1 , T j−1

1 )
)

+
(
~θ · ~φ(t′i = t, t′i−1 = t′,Wn

1 ) + δ(t, t′)
))

(8.20)

Given the observation above, Algorithm 1 can be adjusted slightly, adding
δ(t′i, ti) into the decoding process. Pseudocode of this algorithm is shown
in Algorithm 6. This algorithm is also referred to as cost-augmented
decoding, due to the consideration of the cost function in searching for the COST

AUGMENTED
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most violated constraints. Despite the name, it is used only in the training
process, for the purpose of learning a cost-sensitive model. The decoding
algorithm remains the same as Algorithm 1 regardless whether our linear
model is cost-sensitive or not.

8.6 Summary
In this chapter we have introduced

• Max-margin Markov Models, the label bias problem.

• Condititonal random fields

• Structured perceptron, averaged perceptron

• Structured SVM, cost-sensitive training

Exercises
1. Define a second-order MEMM by specifying P (Tn1 |Wn

1 ), the features
used and the Viterbi decoder.

2. Which of the following features are local, allowing the Viterbi algo-
rithm to be used to find T̂n1 = arg maxTn

1
~θ · ~φ(Tn1 ,Wn

1 ) given a Wn
1 ?

(a) ti−3ti

(b) Len(Wn
1 )ti

(c) t1ti−1

(d) titn
(e) t1tn
(f) Suffix(ti)Prefix(ti−2)
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3. Consider the features for POS tagging in Table 8.1.

(a) Can the feature vector be written as φ(ti, ti−1, wi−1, wi, wi+1)?

(b) Why is ti involved in each feature template?
(c) If w1 and wn are also used for some additional templates, will

efficient training or decoding of CRF models be affected?
(d) If t1 and tn are used for additional feature templates, will efficient

decoding or training of CRF be affected?
(e) Are the feature instances sensitive to the value of i? (e.g., if both

w1t1 and w3t3 are “the|DT”, will they instantiate to two different
feature instances or one feature instance two times?) Consider
the case for both MEMMs and CRFs.

(f) Are Markov assumptions necessary for perceptrons and SVMs for
sequence labelling tasks, as they are for CRFs?

(g) Derive a forward-backward algorithm that calculates P (ti, ti+1|wn1 )
given a first-order CRF model ~θ.

4. Derive the forward and backward algorithms for calculating P (ti =
t|Wn

1 ) given a second-order CRF model.

5. Consider the task of semantic role labelling in Chapter 1. If a predicate
is given, cast the problem into sequence labelling. Table 8.1 defines a
set of features for POS tagging. Can these features be useful for SRL?
Are there other useful features for SRL? If a syntax tree is given, what
features can be useful for SRL? Do they complicate the task?

6. Generative sequence labelling models such as HMM turn out not ex-
tremely useful for supervised word segmentation, giving significantly
lower results compared with CRF. What is the main reason for their
lower accuracies?
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