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A Transition System e NLP

« A different view from graph-based models for structured prediction
 Encodes rich unbounded features without complexity constraints
A general framework that is easy to adapt to different tasks

* Maps output building process into a state transducer

* State S;

* Corresponds to partial results during decoding

e Action a;
 The operations that can be applied for state transition

* Construct output incrementally



A Transition System e NLP

e Automata:

e State

Si

* Action a;
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Transition-based structured prediction NP NLP

Transition-based structured prediction is a state transition process.
Automata:
* State

* Start state

an empty structure

 End state

the output structure

* Intermediate state partially constructed structures
* Transition actions
* Incremental steps that build output structures, change one

state to another



Example (Word Segmentation) n NLP

» Input: "Ul(take) Fil(before) K(day) F(fall) (rain) N(be)
{5 (example)"

Q
e
=T

( | | \

A, B K, T W, A,
ol

Next Action: SEP

o: partial output w: current partial word  f: list of next incoming characters
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Example (Word Segmentation) nw NLP

» Input: "Ul(take) Hil(before) K(day) F(fall) (rain) (be)

{5 (example)"
] I A

( | | \

[ } [u J {ﬁii?ﬁﬁ%ﬁﬂ}

Next Action: SEP

o: partial output w: current partial word  f: list of next incoming characters
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Example (Word Segmentation) nw NLP

» Input: "Ul(take) Hil(before) K(day) F(fall) M (rain) N(be)

{5 (example)"
A 1 A

( | | |

[L)l } [F}’J } [i"l‘,ﬁﬁ,%l% }

Next Action: APP

o: partial output w: current partial word  f: list of next incoming characters
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Example (Word Segmentation) nw NLP

« Input: "Ul(take) Hi(before) K(day) TF(fall) (rain) N(be)

{5 (example)"
x 1 A

[u } [w } [r,mﬁu }

Next Action: SEP

o: partial output w: current partial word  f: list of next incoming characters
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Example (Word Segmentation) np NLP

« Input: "Ul(take) Hi(before) K(day) TF(fall) M(rain) N(be)

{5 (example)"
x 1 A

( I I |

[L)l,ﬁﬁ% } {"F } {Tﬁ A, B J

Next Action: APP

o: partial output w: current partial word  f: list of next incoming characters
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Example (Word Segmentation) nw NLP

« Input: "Ul(take) Fi(before) K(day) TF(fall) (rain) N(be)

{5 (example)"
x 1 A

( | | \

[ WL RTR J [ W } [ A, Bl }

Next Action: SEP

o: partial output w: current partial word  f: list of next incoming characters
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Example (Word Segmentation) nw NLP

» Input: "Ul(take) Hil(before) K(day) F(fall) (rain) (be)

{5 (example)"
1 I A

( | [ |

[umm } [73 } [@J }

Next Action: SEP

o: partial output w: current partial word  f: list of next incoming characters
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Example (Word Segmentation) nw NLP

» Input: "Ul(take) Fil(before) K(day) F(fall) (rain) N(be)
{5 (example)"

o w

A \
( I I |

[u.mm% } [ﬁu } [ }

Next Action: FIN

—T

o: partial output w: current partial word  f: list of next incoming characters

21



Example (Word Segmentation) nw NLP

» Input: "Ul(take) Hil(before) K(day) F(fall) M (rain) N(be)

{5 (example)"
x 1 A

( I I |

{u,m,rmm } { } [ }

o: partial output w: current partial word  f: list of next incoming characters
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Example (Dependency Parsing) L NLP

ROOT

DOBJ

SUBJ OBJ DET

¢\ N

He gave her a tomato
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Example (Dependency Parsing) L NLP

SIS

p

s N\ r N\

He does it here

o: stack (: buffer
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Example (Dependency Parsing) L NLP

. NEXT ACTION: Shift

SIS

p

s N\ r N\

He does it here

o: stack (: buffer
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« NEXT ACTION: Left — Arc

p

AN
r N\ e N\

He does it here
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/
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« NEXT ACTION: Right — Arc

SIS
>

dpes it here

He

o: stack (: buffer



Example (Dependency Parsing) L NLP

« NEXT ACTION: Reduce

o

SRS

A

~
does it here

/

He

s N\ r N\

o: stack (: buffer
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« NEXT ACTION: Right — Arc

SIS
>

does here

/N

He 1t

o: stack (: buffer



Example (Dependency Parsing) L NLP

 NEXT ACTION: Reduce

Q
N

r - N ~

~
does here

/ N\
He it

o: stack (: buffer



Example (Dependency Parsing) L NLP

e NEXT ACTION: Finish

o)
A

S

s N\ r N\

dpgs
/ N\ O\

He it here

o: stack (: buffer



Contents np NLP

« 11.1 Transition-based Structured Prediction

« 11.1.1 Greedy Local Modelling



Transition-based Modeling L NLP

* Given a state s;_4, our goal is to disambiguate all possible
actions a; EPOSSIBLEACTIONS(s;_1) by using a discriminative

model to score transition actions:
score(a;|si—1) = 0 - d(si-1, ;)

—

* 0: model parameter vector

. $(si_1, a;): feature vector on the input-output pair (s;_1, a;)



Greedy Local Method nw NLP

* Training
e Training dataset D = {(X;,Y;)}I™L,
‘ break down

* A sequence of gold transitions: (Sj(i)l; a]g i))

& merge all the state-action pairs
* A training set for the discriminative model
* Testing

« Start from initial state sy (X)

* Repeatedly find a@; = argmaxa6 - d(s;_1, )



Greedy Local Method nw NLP

. NEXT ACTION: Shift

> Q

p

' N\ N\

He does it here

o: stack (: buffer
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Greedy Local Method nw NLP
« NEXT ACTION: Left — Arc

p

N
s N N

He does it here

> Q

o: stack (: buffer
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Greedy Local Method nw NLP

. NEXT ACTION: Shift

o b
does it here
He

o: stack (: buffer
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Greedy Local Method nw NLP

« NEXT ACTION: Right — Arc

SIS
SASY

dpes it here

He

o: stack (: buffer
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Greedy Local Method nw NLP

« NEXT ACTION: Reduce

o

>

A

~
does it here

/

He

' N\ N\

o: stack (: buffer
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Greedy Local Method nw NLP

« NEXT ACTION: Right — Arc

SIS
SASY

does here

/N

He 1t

o: stack (: buffer
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Greedy Local Method nw NLP

 NEXT ACTION: Reduce

Q
>

r - N ~

~
does here

/ N\
He it

o: stack (: buffer
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Greedy Local Method nw NLP

e NEXT ACTION: Finish

o)
A

SN

' N\ N\

dpgs
/ N\ O\

He it here

o: stack (: buffer

43



Greedy Local Method nw NLP

* An Example
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* An Example

‘ He does it here —S—> He does it here — AL d‘}es it here —S—» ‘ d;es it here
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Greedy Local Method nw NLP

* An Example

‘ He does it here —S—> He does it here — AL d‘}es it here —S—» ‘ d;es it here
He

He
‘ dg;es here +«AR— ‘ dg_ges here +«—R— ‘ d;es it here
He it He

He 1t



Greedy Local Method nw NLP

* An Example



Problem of Greedy Local Modeling NLP

* In a globally optimal action sequence, each action may not
necessarily be the optimal choice locally.
* Result in error propagation.

* Model does not see incorrect states during training.

52



Contents np NLP

« 11.1 Transition-based Structured Prediction

« 11.1.2 Structured Modelling
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Problem of Greedy Local Modeling

* In a globally optimal action sequence, each action may not
necessarily be the optimal choice locally.

* Result in error propagation.

Solution:

* Beam search use a globally trained model:

* Given an input X, a global transition-based model calculates

score(A|X) directly, where A14) = a1a; ... a)y4) 18 a sequence

of transition actions a; for building an output structure for X.

NLP
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| He does it here|
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| He does it herel —S—> He does it here
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| He does it here|

He does it here

X

| (:}es it here
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| He does it here|

He does it here

X

| (:}es it here
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Beam search decoding example

| He does it herel — 5S> He does it here § | (i}es it here
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Beam search decoding example

| He does it here|

He does it here

| (:}es it here
e

H

| He does it here

| He does it here

‘ dées it here
e

He does it here

does

He

it here

He does it  here

He does it here

i

N 7

does it

He

here

®H

He does it here

He does

i

here




Beam search decoding example

| He does it here|

He does it here

dées here
He
does it here

He

| (:}es it here
e

H

| He does it here

| He does it here

‘ dées it here
e

He does it here

does

He

it here

He does it  here

He does it here

i

N 7

does it

He

here

®H

He does it here

He does

i

here




Beam search decoding example

| He does it here|

He

dges

it

here

here

He does it herg

dées here
He
does it here

He

| (:}es it here
e

H

| He does it here

| He does it here

! dées it here

does

He

He does it

it here

here

He does it here

i

N 7

does it

He

here

®H

He does it here

He does

i

here




Solution ne NLP

* Use global linear model to calculate score(4|X)

score(A|X) = 9 - 5(/1, X)
‘ decompose & (A|X) for incremental decoding
W 3410 = 54 $ay si0)

¥
score(A|X) = 6-5(/1, X) = (ZlAll P(a;, s;— 1))

= 212 (8} - {$(assi-0))

63



Beam search decoding algorithm WP \WestlakeNLP

Inputs: § —discriminative linear model parameters;
X — task input;

K — beam size;

Initialization: agenda < [(STARTSTATE(X),0)];
Algorithm:

while not ALLTERMINAL(agenda) do
to_expand < agenda;

agenda < |[;

for (state, score) € to_expand do

for a € POSSIBLEACTIONS(state) do
new__state < EXPAND(state, a);

new_ score + score + 0 - q;(state, a);
APPEND(agenda, (new__state, new__score));
agenda < Tor-K(agenda, K);

Output: Tor-k(agenda,1)[0];

64



Beam search decoding example n NLP

* Dependency parsing

He does it here




Beam search decoding example

* Dependency parsing

He does it here

He

S-SHIFT

does it here

NLP



Beam search decoding example

* Dependency parsing

He does it here

AL—-LEFT-ARC
AR—RIGHT-ARC

AL

does it here
He
~
He does it here
He does it here

NLP



Beam search decoding example

* Dependency parsing

He

He does

He does

does it here

it here

it here

(O]

does

/

He

/Y

He does it

A

He does it

it here

here

here

5
A

NLP



Beam search decoding example

* Dependency parsing

does

/

He

/X

He does it

A

He does it

it here

here

here

He

AN

does it here

AN

He does it here

AN

T q
He does here

N

it

NLP



Beam search decoding example

* Dependency parsing

/N

does it

here

He

AN

He does it here

[\

He does

here

N

it

does it here

/

He A~

does it here

v

He

NLP



Beam search decoding example

* Dependency parsing

does it here
He A~

does it here

v

He

/

He

/N

does here

does it here

N

NLP



Beam search decoding example np NLP

* Dependency parsing

/N

does here

does it here

< does it

He / ~L
He here




Beam search decoding example

agenda

oQ
Q.

®)
®

&)
3

73



Beam search training algorithm

Inputs: D — gold standard training set;
K — beam size;

T — number of training iterations;
Initialisation: § « 0;

Algorithm:

forte[1,...,T] do

for (X,Y) e D do

G <+ GOLDACTIONSEQ(X,Y);
agenda < [(STARTSTATE(X),0)];
gold__state «— STARTSTATE(X);

7 <+ 0;
while not ALLTERMINAL(agenda) do
i+ t1+1;

to__expand < agenda ;
agenda <« [|;
for (state, score) € to__expand do
for a € POSSIBLEACTIONS(state) do
new__state < EXPAND(state, a);

new__score <— score + 0 - ¢(state, a);

agenda < ToprP-K(agenda, K);
gold__state < EXPAND(gold__state, G[i]);
if not CoNTAIN(agenda, gold__state) then
pos <— gold__state;
neg < Topr-K(agenda, 1)[0];
6 < 6 + ¢(pos) — d(neg);
continue((W, G) € D)
if gold_state # Topr-K(agenda,1)[0] then
6 «— 0 + &(gold_state) — ¢(Topr-K(agenda, 1)[0]);
Output: o-

APPEND(agenda, (new__state, new__score));

WP \WestlakeNLP
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Contents np NLP

11.2 Transition-based Constituent Parsing
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Transition-based constituent parsing NLP

* Three steps in transition-based modeling
* Find the state transition process
* Define global feature vector

* Apply the standard learning and search framework



Transition-based constituent parsing NLP

/\
¢ State ADVP S*
RB s*/\.
. . ‘ A ‘
o: stack of partially constituent outputs. e
VBP NP PP
. . are DT/\NP”< IAP
B: buffer of the next incoming words. P N NN
the JJ NNS of DT NNS
t contributions th pert
* actions

SHIFT, REDUCE-L /R-X, UNARY-X, IDLE



Transition-based constituent parsing

Shift-reduce constituent parsing

Axiom: ([], Win) . (o, wol|PB)
Goal: (o, []) SHIFT: (o|wo, B)

(o]s1]s0. B) (o|s1]s0, B)
REDUCE-L-X: X REDUCE-R-X: X

(el \ B (e / N\ +B)

(o|s0, B) (o, [])
UNARY-X: X IDLE:

CIRe) (o [])

78
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Transition-based constituent parsing NLP

Shift-reduce constituent parsing

« Example

* Shift

stack buffer

DT ADJ NN VV ADJ NNS

N e e

The little boy likes red tomatoes -




Transition-based constituent parsing NLP

Shift-reduce constituent parsing

« Example

* Shift

stack buffer

DT ADJ] NN VV ADJ NNS

| I I

The little boy likes red tomatoes -




Transition-based constituent parsing NLP

Shift-reduce constituent parsing

« Example

* Shift

stack buffer

DT ADJ NN VV ADJ NNS

| ]

The little boy likes red tomatoes -




Transition-based constituent parsing NLP

Shift-reduce constituent parsing

« Example

e Reduce-R-NP

stack buffer

DT ADJ NN VV  ADJ NNS

I I

The little boy likes red tomatoes -




Transition-based constituent parsing NLP

Shift-reduce constituent parsing

« Example

e Reduce-R-NP

stack buffer

DT VV ADJ NNS .

o A

The /\ likes red tomatoes -
ADJ NN

|

little boy



Transition-based constituent parsing NLP

Shift-reduce constituent parsing

« Example

e Shift
stack buffer
VV ADJ NNS
NP* | | | |
/\ likes red tomatoes -
DT NP*
The /\

ADJ NN

|

little  boy



Transition-based constituent parsing NLP

Shift-reduce constituent parsing

« Example

« Shift
stack buffer
\'A% ADJ NNS

NP* l | | |

/\ likes red tomatoes -
DT NP*
The A
ADJ NN

|

little boy



Transition-based constituent parsing NLP

Shift-reduce constituent parsing

« Example

« Shift
stack buffer
\'AY% ADJ NNS

NP I |

/\ likes red tomatoes -
DT NP*
The A
ADJ NN

|

little boy



Transition-based constituent parsing NLP

Shift-reduce constituent parsing

« Example

e Reduce-R-NP

stack buffer

VV  ADJ  NNS
e |

/\ likes  red tomatoes
7

A Y

DT NP*
The /\
ADJ NN

.

little boy



Transition-based constituent parsing NLP

Shift-reduce constituent parsing

« Example

e Reduce-L-VP

stack buffer

\%A%
NP* | NP*

/\likes /\
DT NP b s

AT
The

AD] NN red tomatoes

|

little boy




Transition-based constituent parsing NLP

Shift-reduce constituent parsing

« Example

e Shift
stack buffer
NP* VP*
DT NP* vV NP*
The ADI NN likes ADJ NNS

o |

little  boy red tomatoes



Transition-based constituent parsing NLP

Shift-reduce constituent parsing

« Example

e Reduce-L-S

stack buffer

NP* vpx |

DT NP* \'A% NP*

AN

ADJ] NN ADJ ~ NNS

o |

little  boy red tomatoes




Transition-based constituent parsing NLP

Shift-reduce constituent parsing

« Example

e Reduce-R-S

stack buffer

red tomatoes



Transition-based constituent parsing NLP

Shift-reduce constituent parsing

« Example

e Terminate
stack buffer

NP*

N\

S*

RN

VPp*

DT NP* :
| A /\ |
The vV ONPF
ADJ NN | /\
b
litte boy ADJ  NNS

red tomatoes



Transition-based constituent parsing NLP

* Feature Templates for Shift-reduce Constituent Parser

« Example state

o B
] \
( \ ( |

S1 So bO b1 bz

DT NP likes redtomatoes

A
The AIDJ I\|IN

| I
little boy

Soe Sor



Transition-based constituent parsing

* Feature Templates for Shift-reduce Constituent Parser

Feature type | Feature Template

unigrams SopPSoC, SowspC, S1pPSi1c, S1WS1C, S2PSa2C, SWSaC, S3PS3C,
sswssc, bowbop, biwbip, bowbsp, bzwbsp, sgi1wsg.c,
S0.rWS0.rC; S0.uWSO.uCy 51, ]WS] €y S1.rWS1.rC;y S14WS1uC

bigrams SoWS W, SoWs1C, SpCS1W, SocsyC, Sowbow, sgwbyp, sochbyw,
socbop, bowbyw, bowbyp, bopbiw, bopbip, s1wbyw, s1wbyp,
s1cbow, s1¢bgp

trigrams SOCS1CS2C, Sopws1CS2C, .S'()(,.‘.S’l‘u,?l)()]), SOCS1CS2W, .S'()(:Sl(_.'b()]),
sowsichop, socsiwbop, spcsicbyow

s;: top node of the stack; b;: front word on the buffer;  xw: the word form of x;
xp: the POS tag; xc: the constituent label of a non-terminal node x;
xl, xr, xu: the left child, the right child and the unary child of x, respectively.

94
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Transition-based constituent parsing

* Feature Templates for Shift-reduce Constituent Parser

« Example
In the 10-th step of the example sentence "The little boy likes
red tomatoes", the sy psyc feature is VBZ | VP and the s;ps;c

feature is NN | NP,

NP-r VP-/
DfF Ni’-r V,V Ni’-r
A LN
The ADI NN likes ADJ NNS

| .

little  boy red tomatoes

NLP



Contents np NLP

11.3 Shift-reduce Dependency Parsing
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Shift-reduce dependency parsing e NLP

* Projective dependency tree

ROOT

DOBJ

SUBJ OBJ DET

¢ N\ N

He gave her a tomato

* Non-projective dependency tree

ROOT
NMOD

TMP
: 1 VG
DET SUBJ POBJ
/—\ /—_\ | m

A hearing was scheduled on this today 97




Contents np NLP

* 11.3 Shift-reduce Dependency Parsing
« 11.3.1 Arc-standard Dependency Parsing



Shift-reduce dependency parsing e NLP

* Arc-standard Parsing
« State
o: stack of partially dependency outputs.
B: buffer of the next incoming words.

e actions

SHIFT, LEFT-ARC-X, RIGHT-ARC-X



Shift-reduce dependency parsing e NLP

Actions
ces Sl SO bO b1 ann
SHIFT ... S1Sobg b ...
LEFT-ARC .. S by by ...
s
N\



Shift-reduce dependency parsing e NLP

Arc-standard Dependency Parsing

Axiom: ([ ], Wi, ¢) [ BT ARCLX: (o|s1]s0, B, A)

Goal: ([sol, [ ], A) (olso. B, AU{s17 s0})

Supr: % blB 4) | pronr arox: (o]51]%0, B, )
(a|bo, B, A) (o|s1, B, AU{51 S0})

State: (0,B,A);

o: stack;

p: buffer; A:

the set of dependency arcs that have been constructed

101



Arc-standard dependency parsing e NLP

Example

Sentence “He gave her a tomato”

Next action: SHIFT

He gave her a tomato




Arc-standard dependency parsing e NLP

Example

Sentence “He gave her a tomato”

Next action: SHIFT

He gave her a tomato




Arc-standard dependency parsing e NLP

Example

Sentence “He gave her a tomato”

Next action: LEFT-ARC-SUB]

He gave her a tomato




Arc-standard dependency parsing e NLP

Example

Sentence “He gave her a tomato”

Next action: SHIFT

SUBJ

/;ve her a tomato

v
He




Arc-standard dependency parsing e NLP

Example

Sentence “He gave her a tomato”

Next action: RIGHT-ARC-IOB]J

SUBJ

mve her a tomato

v
He




Arc-standard dependency parsing e NLP

Example

Sentence “He gave her a tomato”

Next action: SHIFT

SUBJ IOBJ
gave a tomato
v

v
He her




Arc-standard dependency parsing e NLP

Example

Sentence “He gave her a tomato”

Next action: SHIFT

SUBJ IOBJ
gave a tomato
v

v
He her




Arc-standard dependency parsing e NLP

Example

Sentence “He gave her a tomato”

Next action: LEFT-ARC-DET

SUBJ I0BJ
gave a tomato
v

v
He her




Arc-standard dependency parsing e NLP

Example

Sentence “He gave her a tomato”

Next action: RIGHT-ARC-DOB]

SUBJ I0OBJ DET
v v

7
He her a




Arc-standard dependency parsing e NLP

Example

Sentence “He gave her a tomato”

Next action: END

DET




Shift-reduce dependency parsing e

Arc-standard Dependency Parsing

« Example state

S1

S0 bo by bo

He

SUBJ her a tomato

gave

112

NLP



Arc-standard dependency parsing

WP \WestlakeNLP

Feature Templates for arc-standard dependency parsing

Feature Type

Feature Template

Feature Type

Feature Template

from single words

Sowp; sow; Sop; bowp:;
bow; bop; bywp; byw;
b1p; bowp; baw; bap;

valency

SQWUyr: SOPUyr: SoWULS
sopur; bowvys bopuy;

from word pairs

sowpbowp; sowpbyw;
sowpbop; sowbywp;
sopbowp; sowboyw;
sopbop; bopb1p;

unigrams

S50.hW;5 S0.nP5 S0.15
S0.1w; S.P; So.l;
50.rW; S0.rP; So.rl;
bo.jw; bo.ip; bo.l;

from three words

bopb1pbap; sopbopbip;
50.nPS0Pbop:
S0PSo.1pbop;
50PS0.rPbop;
sopbopbo.i1p;

third-order

S0.ho W3 S0.hyPs 50.hl;
50.15P% 50.1503 80.r,W;
50.r,P; S0.7ol5 bo.1, W5
bo.1,P; bo.1,;
S0PS0.1PS50.1,P;
S0PS0.rPS0.r2Ps
S0PS0.hPS0.hoPs
bopbo.1pbo 1, p:

distance

s()wd; S()])d; b()wd;
bopd; spwbywd;
sopbopd;

label set

SQWSri SOPSr: SQWS|,
SopPsi; Nowsy; NopPsi
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* 11.3 Shift-reduce Dependency Parsing

* 11.3.2 Arc-eager Projective Parsing
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* Arc-eager Parsing
 State
o: stack of partially constituent outputs.
f: buffer of the next incoming words.

e actions

SHIFT, LEFT-ARC-X, RIGHT-ARC-X, REDUCE
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Arc-eager dependency parsing

* Example

ARC-RIGHT
ARC-LEFT
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Actions
Sl So bO bl
SHIFT ..S; Sobg by ...
LEFT-ARC S by by ...
so’////
RIGHT-ARC .S by by ..

REDUCE Sy b by ...
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Arc-eager dependency parsing

I

Axiom: ([ ], Wi.,, o) (o]sg, bolB, A), such that ™ (3(kf, L) fu,.v;f&v So € A)

LEFT-ARC-X:

Goal:  ([so], [], A4) (o, bolB, AU {sof\\bo})
gurrr: % %018 9) g1y aro-x: (o150, bo|5 A)x
(o]bo, B, @) (o]solbo, B, AU {S()mb()})
REDUCE: (o]sg, B, A), such that (H(k, L) 'u,';fllxso . A)
(o, B, A)

Main differences comparing with arc-standard:

* Left — Arc — X/Right — Arc — X: construct a dependency arc from the
front word on the buffer to the top word on the stack, but not as that (from
the top two words on the stack) in arc-standard.

118

* Reduce: pop the top word off the stack.
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. NEXT ACTION: Shift

SIS

p

s N\ r N\

He does it here

o: stack (: buffer
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« NEXT ACTION: Left — Arc — SUB]J

p

AN
r N\ e N\

He does it here

SIS

o: stack (: buffer
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+ NEXT ACTION: Shift

p

AN
r N\ e N\

SIS

does it here

/

He

o: stack (: buffer



Example (Dependency Parsing) L NLP

« NEXT ACTION: Right — Arc — OB]

SIS
>

dpes it here

He

o: stack (: buffer
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« NEXT ACTION: Reduce

o

SRS

A

~
does it here

/

He

s N\ r N\

o: stack (: buffer



Example (Dependency Parsing) L NLP

« NEXT ACTION: Right — Arc — MOD

SIS
>

does here

/N

He 1t

o: stack (: buffer
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 NEXT ACTION: Reduce

Q
N

r - N ~

~
does here

/ N\
He it

o: stack (: buffer
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e NEXT ACTION: Finish

o)
A

S

s N\ r N\

dpgs
/ N\ O\

He it here

o: stack (: buffer
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* 11.3 Shift-reduce Dependency Parsing

* 11.3.3 The Swap Action and Non-projective Trees
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* The Swap Action and Non-projective Trees
* To allow constructing non-projective trees, the arc-standard
system can be extended by adding a new action:
* Swap: remove the second top word from the stack, pushing

it onto the buffer front.

ROOT
NMOD

TMP
nl A V(;
DET SUBJ POBJ

A hearing was scheduled on this today

NLP
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ne

Arc-standard Dependency Parsing with Swap Action

Axiom:

Goal:

([], Wim, 8)
([0, [, A)

_ olsilsol. B, A
LEFT-ARC-X: (lo]s1s0], 5. \,)

([olso], B. AU {51 s0})

SHIFT:

(o, [bolB], ¢

b)
([o)bol, B, o)

RIGHT-ARC-X: ([o|s1]s0], B, A_)

X
([O"Sl], g, AU{SlmSO})

State: (o0,(,4);

have been constructed;

o: stack;

([o|s1]so]l, B, A), such that IDX(s;) < IDX(sq)

SWAP: :
([0‘80]5 [31]“;5’]? A)

[:buffer;  A:the set of dependency arcs that
IDX (w): return the index of w in the sentence W;.,,.

129
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Arc-standard Dependency Parsing with Swap Action

* Example

Next action: SHIFT

A hearing was scheduled on this today
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Arc-standard Dependency Parsing with Swap Action

* Example

Next action: SHIFT

hearing was scheduled on this today
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Arc-standard Dependency Parsing with Swap Action

* Example

Next action: LEFT-ARC-DET

A hearing was scheduled on this today
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Arc-standard Dependency Parsing with Swap Action

* Example

Next action: SHIFT

DET

ﬂhearing was scheduled on this today

A
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Arc-standard Dependency Parsing with Swap Action

* Example

Next action: SHIFT

DET

ﬂhearing was scheduled on this today

A
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Arc-standard Dependency Parsing with Swap Action

* Example

Next action: SHIFT

DET

ﬁaring was scheduled on this today

A
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Arc-standard Dependency Parsing with Swap Action

« Example

Next action: SWAP

DET

ﬂhearing was scheduled on this today

A
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Arc-standard Dependency Parsing with Swap Action

« Example

Next action: SWAP

DET

/laring was on scheduled this today

A
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Arc-standard Dependency Parsing with Swap Action

* Example

Next action: SHIFT

DET

Qaring on was scheduled this today

A
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Arc-standard Dependency Parsing with Swap Action

* Example

Next action: SHIFT

DET

ﬂhearing on was scheduled this today

A
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Arc-standard Dependency Parsing with Swap Action

* Example

Next action: SHIFT

DET

Qaring on was scheduled this today

A
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Arc-standard Dependency Parsing with Swap Action

« Example

Next action: SWAP

DET

[)earing on was scheduled this today

A
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Arc-standard Dependency Parsing with Swap Action

« Example

Next action: SWAP

DET

/laring on was this scheduled today

A
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Arc-standard Dependency Parsing with Swap Action

* Example

Next action: RIGHT-ARC-POB]

DET

mraring on this was scheduled today

A
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Arc-standard Dependency Parsing with Swap Action

* Example

Next action: RIGHT-ARC-NMOD

DET POBJ

/Bearing Om was scheduled today

v
A this
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Arc-standard Dependency Parsing with Swap Action

* Example

Next action: SHIFT

NMOD

DET
POBJ
hearing /\ was scheduled today
A

WA
on X

this
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Arc-standard Dependency Parsing with Swap Action

* Example

Next action: LEFT-ARC-SUB]J

NMOD
POBJ
/O\ was scheduled today
" |

DET
[\,
:A\ \A

(@)

this
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Arc-standard Dependency Parsing with Swap Action

* Example

Next action: SHIFT

SUBJ

MOD
DET

/\m as scheduled today
hearlng X/ \
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Arc-standard Dependency Parsing with Swap Action

* Example

Next action: SHIFT

SUBJ

MOD
DET

/\mas scheduled today
1 he\gring X
A on

this
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Arc-standard Dependency Parsing with Swap Action

* Example

Next action: RIGHT-ARC-TMP

SUBJ

/\ m PRI was scheduled today

[ hégring l
A on

this
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Arc-standard Dependency Parsing with Swap Action

« Example

Next action: LEFT-ARC-VG

TMP
SUBJ

MOD
DET

/\mas scheduled
[ he\'a!ring l today
A on

S
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Arc-standard Dependency Parsing with Swap Action

* Example

Next action: END

TMP
VG

SUBJ
scheduled

/ h\eér/ng\ /\ was today

this
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11.4 Joint Models
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* Motivations
* Cross-task information sharing
* Reduction of error propagation
* Example
* For joint POS-tagging and syntactic parsing, the SHIFT
action of arc-standard algorithm can be replaced with

SHIFT — X action, where X refers to the POS label.
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Joint POS-tagging and Dependency Parsing
o Input: Wi, = wy,...,wy
 Output: (Ty.,, A), where t; is POS for w;.
 The arc-standard algorithm can be extended by replacing
SHIFT action with SHIFT — X action
 SHIFT — X, which removes the front word from the buffer,

assigning the POS label X to the word, and pushing it onto
the stack.
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Joint POS-tagging and Dependency Parsing

* Example

Next action: SHIFT——DPRDP

Stack [S]

Buffer [B]

He; won, the; game,

NLP
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Joint POS-tagging and Dependency Parsing

* Example

Next action: SHIFT——VBD

Stack [S]

Buffer [B]

He1/prp

won, the; game,

NLP
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Joint POS-tagging and Dependency Parsing

* Example

Next action: LEFT——ARC——-NSUBJ

Stack [S]

Buffer [B]

Heq/prp WON,

the; game,

NLP
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Joint POS-tagging and Dependency Parsing
* Example

Next action: SHIFT——DT

Stack [S] Buffer [B]

Heqprp WONy/vpp the; game,

A

nusbj
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Joint POS-tagging and Dependency Parsing
* Example

Next action;: SHIFT——NN

Stack [S] Buffer [B]

Heq/prp WON,vpp thes pr game,

A

nusbj
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Joint POS-tagging and Dependency Parsing

* Example

Next action: LEFT——ARC——-DET

Stack [S] Buffer [B]

Heiprp WON ep thespr gamey

A

nusbj
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Joint POS-tagging and Dependency Parsing

« Example

Next action: RIGHT——ARC——-DOB]

Stack [S] Buffer [B]

Heqprp WONyppp thespr gamey yy

A A

nusbj det
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Joint POS-tagging and Dependency Parsing
* Example

Next action: END

Stack [S] Buffer [B]

Heqprp WON ey thespr gamey yy

A A 4

nusbj det
dobj
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Joint Word Segmentation, POS-tagging and Dependency Parsing
* Input:Cy., =0C;...C,
« Output: (Wi.m, T1.m, A) where wy ...wy, are words, t; ...t,, are
POS, and A is the set of dependency arcs.
« State:
o -- partially built outputs
§ -- words
f -- incoming characters
A, -- character dependencies

Ay,-- word dependencies



Joint Models nP NLP

Joint Word Segmentation, POS-tagging and Dependency Parsing

Axiom: ([]s 1], Ciin, 0, 0)
Goal: ([50]7 []* []7 A(:a Aw)
(o, 0|dg, bolfB, Ae, Ay) such that 7(3d € 0,d ¥dy € A.)
(O" 57 b()lﬂa ACU {d()nb()}7 Aw)
I

(olso, [do], B, Ae, Ay) such that 7(ds € 0,5 sy € Ay,)
(O’, [do], [3, Ac, A«UJU{SQndo})
(o (o], B, Au. Aw)

(0|d07 H /3 Aca Au))

(. 0. bolB, A, Ay)

(O’, (5|b0, /3), A(;, Aw)

((f, (5’(10 b0|/5. AC Aw)

((7, (5|d()|b(), s, ACU{d()mb()}, Aw)
(0’|S()7 [do], 6, AC, AwU{Somdo})
(alsoldo, [], B, Aey Aw)

(@, Tdo], B. Ao, Ay)

LEFT-ARC-C:

LEFT-ARC-X:

SHIFT:

SHIFT-C:

RIGHT-ARC-C:

RIGHT-ARC-X:

Pop-X: (o, [SUBTREE(dy, A.)/X], B, Acy Ay)

. (o, dldo, B, A., A,) such that 3d € 8, d’ dy € A,
REDUCE-C: (0, 0, B, A., Ay)
REDUCE: (9]s0, 0, B, Ac, Ay) such that 3s € 7,5" 50 € Au

(0-7 57 57 Aca Aw)
State: (0,6,83,A_c,A_.w)  o:stack; B:buffer; d: partial-word buffer;

A.: the set of character dependencies;  A4,,: the set of word dependencies 6
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Joint Word Segmentation, POS-tagging and Dependency Parsing

* Example

Step o 0 I} A. | A, Action
0 &, X 3, & % = SHIFT-C

R B2 EE

165
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Joint Word Segmentation, POS-tagging and Dependency Parsing

* Example

Step o 6 B A. A, Action

£54 X 2258 =

166

NLP
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Joint Word Segmentation, POS-tagging and Dependency Parsing

* Example

Step o ) B A, | A Action
2 ®/PN | XK, B, &, & = SHIFT-W

/PN X B 558 =E

167
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Joint Word Segmentation, POS-tagging and Dependency Parsing

* Example

Step o %) I} A. | A, Action
3 /PN ¥, B, &, &% = SHIFT-C

/PN *) F 2K E
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Joint Word Segmentation, POS-tagging and Dependency Parsing

* Example

Step o ) B A, A, Action
4 BN X 3, & &% = LEFTARC-C

/PN ¥ 328K F

169
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Joint Word Segmentation, POS-tagging and Dependency Parsing

* Example

Step o %) B A, A Action
5 /PN 2, &, &, 3 K 3 SHIFT
VA
/PN k 2B E

170
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Joint Word Segmentation, POS-tagging and Dependency Parsing

* Example

/PN k % =B E

171
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Joint Word Segmentation, POS-tagging and Dependency Parsing

* Example

Step o ) 5 A, A, Action
i &/PN  KRB)/W 2, K, B R FH LEFTARC-SUBJ
(N
/PN X Bl/wW & & =
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Joint Word Segmentation, POS-tagging and Dependency Parsing

* Example

Step o ) I} A, A, Action
8 XKE/W &, B, B R F | WPNesvss KBE/W  SHIFT

SUBJ

F/PN

b
i
i
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Joint Word Segmentation, POS-tagging and Dependency Parsing

* Example

Step o ) I} A, A, Action
9 3 /VV &, B, F O k3 FR/PN-svbskRBI/NVNV @ SHIFT-C

?
b
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Joint Word Segmentation, POS-tagging and Dependency Parsing

* Example

Step o ) I} A, A, Action
10 ¥E/NVWV & B, B kF  FR/PN-svbskFB/NWN RIGHTARC-C

SUBJ

%k El/vW

/PN

175
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Joint Word Segmentation, POS-tagging and Dependency Parsing

* Example

Step o ) B A, y. 98 Action

11 RE/W 2, % B R F, 2% W/PNe-svssKE/NV REDUCE-C

¥
B}
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Joint Word Segmentation, POS-tagging and Dependency Parsing

* Example

Step o ) I} A, A Action
12 REW & # R« F, 2% W/PNesvss KE/NWV LEFTARC-C

SUBJ

1B

% El/W 2
/PN %=

177
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Joint Word Segmentation, POS-tagging and Dependency Parsing

* Example

Step o 0 | B A, A Action

13 KEI/VV £ R FH, 2%, 2<% R/PNcsvss RE/NW  SHIFT-C

SUBJ

kI VAAYS

Hp
—

F/PN
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Joint Word Segmentation, POS-tagging and Dependency Parsing

* Example

Step o d B v B > I Action
14 K F|/VV = K F, 20K, &% /PN« suBJ K 3|/VV POP-NN
[ R
/PN = l
=
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Joint Word Segmentation, POS-tagging and Dependency Parsing

* Example

Step o ) B A, A Action
A o R A z e o S > « SIT sk
15 K = = ¥ F, L.—> Xy B Jk/PI\L SUBJ K RIGHTARC-DOB.J
F/vW = /NN —=E ESIAAY)
N
/ S| VAVAYS = ® =/NN
F/PN
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Joint Word Segmentation, POS-tagging and Dependency Parsing

* Example

Step o 0 | B A, A, Action
KEIWV, 2% K B, £ /PN suBJ KEI/V, KEI/VV
45 K JN ox /fm | 2 R/ SlB/*B,VY. KE NV REDUCE
% /NN B = DOBJ -2 %% /NN
DOBJ
SUBJ

%k El/W & & E/NN

/PN
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* Example

ne NLP

Joint Word Segmentation, POS-tagging and Dependency Parsing

. o Action

/PN~ suBJ ¥ F|/VWV, KF|/VV DOBJ 27

= END
%= /NN

Step o d B A
*k ke B, &%, &
17 :
F/VV —%
DOBJ
SUBJ
3k F|/VW Y
F/PN 2 & /NN
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* What is transition-based method?
» Apply transition-based methods on different tasks.

¢ Joint modeling with transition-based methods.



